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Abstract. Collaborative problem solving (CPS) is a necessary skill in
education and the workforce. Here, we provide a brief tutorial for edu-
cational stakeholders on how acoustic and video data of group collab-
oration can be distilled into interpretable features. These features can
then inform an AI agent about a group and their progress through the
task, ultimately enabling the agent to make appropriate decisions about
when and how to interact with the group. We hypothesize that there
may be features, specific to education, that could further inform the
agent, and discuss pending problems with how data can be utilized to
debug/improve an agent, versus inevitable privacy concerns.
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1 Introduction

For an AI agent to facilitate a Collaborative Problem Solving (CPS) task, the
agent needs to both follow the team’s progress through a task and interpret
the team’s multimodal communication strategies [3], i.e., group interactions.
Interpreting group interactions requires access to features that are essential to
communication (speech, gesture, pose, and expression) and the collaborative task
that students are engaging with. Pinpointing students’ progress through a task is
dependent on what steps students have taken, and what future steps they might
take. Unless a task is integrated into a program, understanding progress requires
the agent to recognize and interpret the physical world, such as the position of
key objects and how object position may correspond with evaluation. Ideally, all
of this information will be collectively utilized by an AI agent to make a decision
about how to engage with the group.

Here, we showcase a toolbox of solutions we have compiled to provide agents
with this information. For example, a participant’s body language corresponds to
their engagement with the task and their interactions with others. The agent is
provided information about participants’ body language with the OpenPose [4]
library, which includes a pre-trained machine learning model, that can be utilized
to track basic poses, or expanded upon to track poses specific to CPS tasks.

⋆ These authors contributed equally.
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Our ultimate aim is to showcase and justify to educational stakeholders what,
and how, information is provided to the AI agent. Ultimately, we plan to extend
our agent to K-12 classrooms, and have the agent facilitate CPS. We hope to
understand what additional information educational stakeholders believe such an
agent should be aware of, and understand how educational stakeholders believe
information the agent ingests should be handled in post-processing (after the
agent makes a decision). Finally, we conclude with a discussion on privacy and
improvement tradeoffs, centered around what data, if any, should be stored, and
who should have access.

2 A Toolbox for Providing Information to AI Agents

For an AI agent to decide how to guide an interaction, it needs to consider
multiple relevant information channels, such as video and audio [8]. In turn,
the raw data from these channels is often distilled into features — for example
audio data with speech can be automatically transcribed. For our purposes, we
emphasize interpretable features, such as a gesture label. Additionally, we note
that many of these interpretable features are predicted by deep learning models,
which process raw data using non-interpretable features.

Here, we outline several categories of features as well as current technolo-
gies that can be used to automatically provide said features. In Section 2.1, we
discuss language and auditory features, including automatic speech recognition
and audio-prosodic features. Section 2.2 focuses on visual features, such as pose
estimation and object tracking.

2.1 Language and Auditory Features

Linguistic features derived from conversational transcripts are key for modeling
group work [9]. Typically, raw audio is automatically segmented into individual
utterances and each utterance is transcribed with automatic speech recognition.
Utterance segmentation can also be refined with speech diarization, which en-
sures only one speaker is included in each utterance. For example, Google’s open
source Automated Speech Recognition (ASR) can be used to segment utterances,
and has a speech diarization option.

Utterances provide descriptive features about participation and speaking
time, such as speaking length, total turns speaking, etc. Further, prosodic speech
features (such as energy and pitch features) can be extracted using tools like
Wavesurf [7] and OPENsmile [5]. These features and data have the potential
to provide a deeper insight into the inner workings of language and acoustic
features during group work.

Linguistic features can be extracted from the automatic transcripts of the ut-
terances [5] using the SpaCy Library. Typically, multimodal systems (prosodic
and linguistic features are considered separate modalities) yield better perfor-
mance than just using a single modality [5].
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2.2 Visual Features

Visual features grant the agent access to the physical world, which includes
interactions among participants, interactions with key CPS task objects, and
potentailly even CPS task progress.

For example, 6D Object pose estimation [10], a method to determine an ob-
ject’s location and the rotation, is relevant for group work because task-specific
objects can be identified and tracked, something that is essential for understand-
ing a group’s progress as they work through the task. This can be applied in
the Fibonacci Weights Task, which prompts groups to determine the weights
of various blocks using a scale. For a fuller description of the task, see [2]. 6D
pose could be used to track the blocks users are interacting with, and evaluate
student solutions based on block placement.

Another key visual facet is gestures, which are a key component of mul-
timodal communication employed in everyday interactions [6, 11, 12]. Gestures
can be combined with other information — for example, an identified ‘pointing’
gesture can be further processed to identify what a participant was pointing
at. This, in turn, could be passed to an agent (participant one was pointing at
the green block). Google’s MediaPipe library [13] allows hands to be tracked
using 21 landmarks that consist of x, y, and depth coordinates. The vector of
the finger used to ‘point’ can be projected through the scene, and the 6D pose
of key objects can be used to determine if the participant is pointing at a key
object. In a similar vein, the pose of participants, extracted using libraries like
OpenPose [4], can be used to track and analyze positions of participants’ bodies.

Finally, visual features are essential for interpreting actions and attention of
participants. There are many face detection models which can be used to identify
a participant’s face — this is an important first step for enumerable downstream
tasks like face recognition, which can be used to keep track of which participant
is which, even if positions change. Detected faces can also be utilized to identify
where participants’ attention is focused, such as capitalizing on head pose and
eye gaze [1]. Accessing these actions and features paves way for the educational
community to provide insight on further analysis.

3 Discussion

It is important to note that the above-mentioned features do not encompass all
the research that is done in the field of studying group work, and is far from
an exhaustive survey. However, most of the tools and models cited are open
source solutions that are relatively easy to integrate into an agent processing
pipeline. Ideally, these tools will be easy for anyone in the Artificial Intelligence
in Education (AIEd) or Educational Data Mining (EDM) community to utilize.

We have explicitly illustrated how we, as machine learning scientists, have
attempted to distill CPS for an AI agent. We expect the education community
will have ample insights into additional features that we should be accounting
for, or additional tools that can be added to the toolbox.
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4 Conclusion

In this paper, we have identified a number of tools that can be integrated in situ-
ations that involve monitoring group work. Some of the tools highlighted provide
agents the ability to interpret key components of group work by those who are
not experts in Artificial Intelligence or related fields. For instance, out-of-the-box
hand tracking models are sufficient for identifying hand joints. However, there
are portions of using these tools that require experts to implement custom solu-
tions. For example, there are a number of open gesture recognition solutions, but
these solutions may not include gestures that are relevant for group work. Fur-
ther, if the pointing gesture is identified, a custom solution could identify what
or who the gesture is directed at. The specifics of which gestures are important
for group work is a key area that other specialists can help machine learning
specialists with, for example by identifying which gestures should be included in
a model.

5 Collaborating with Educational Stakeholders

The educational community can provide perspectives and insight that may not
have been addressed from a solely technical perspective. In order for an agent
to be able to facilitate group work, it must receive information that is crucial
in identifying successful collaboration. Given that our ultimate goal is to pro-
vide a virtual agent in a live classroom, we invite all inputs from educational
stakeholders to weigh in on the importance of the listed features, as well as
classroom specific features. Considering that communication during group work
is multimodal, we want to collaborate with the educational community to inves-
tigate other features that would give the agent relevant information. Further, we
are interested in exploring intervention strategies for the agent to employ which
enhance the CPS.

In addition to this, we are interested in discussing how educational stake-
holders feel about the trade-off of privacy in the classroom (all information is
discarded) and understanding/debugging agent behavior (information is stored
but only utilized for upgrading the agent). In the former case, information the
agent utilized to make a decision could still be stored, but with the caveat that
any machine learning models that provide information will be imperfect, and
the model prediction may not accurately reflect reality. In the latter case, we are
interested in whom educational stakeholders (e.g., teachers, students, parents,
administrators, etc.) believe should have access to such data. Finally, we seek
feedback from education and human computer interaction communities about
key group work features that we may be overlooking, and that an agent should
have access to.
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