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Introduction

Exploiting Embodied Simulation to Detect Novel Object Classes Through Interaction

Methodology

1. Train TD3 policy to perform stacking task with 
known object type (cube) 

2. A@empt to use any object presented in the same 
task using trained policy 

3. Use differences in the behaviors of various 
objects to idenEfy if object instance is different 
enough from all known objects to consEtute a 
new class

Policy Training

Data Gathering
• Humans are efficient at seeking out maximally-

informaEve experiences 
• We rapidly expand concept vocabulary with few to no 

examples 
• ArEficial neural networks require large numbers of 

samples to train 
• They do not easily expand to accommodate new 

concepts in real Eme 
• We present a novel method to rapidly detect the 

introducEon of a new class of object into an interacEve 
environment 

• We mix reinforcement learning, embodied simulaEon, 
and analysis of high-dimensional embedding spaces to 
determine when object behavior is inconsistent with 
the behavior of known objects 

• Machine learning and simulaEon can be leveraged for 
their strengths to bootstrap new models 

• Providing implicit informaEon about habitats and 
affordances to the model is criEcal to performance

• Evaluate 
policy 
trained with 
cubes on 
different 
object types 
that have disEnct stacking behavior 

• 1,000 Emesteps per object 
• Small "ji@er" to simulate 

object release 
• Store: object type, rotaEon 

at episode start and at 
episode end, angle between object upright and world upright 
at start and at end, acEon executed,  ji@er vector, state 
observaEon, a@empt reward, episode reward, episode mean 
reward

VoxML type semanEcs for cylinder

Cube reward plot Sphere reward plot Cylinder reward plot

Capsule reward plot Small cube reward plot

Object Similarity Analysis
• Canonical correlaEon 

analysis (CCA) exposes 
correlaEons between 
objects with similar 
stacking behavior in a 
low-dimensional representaEon 

• Cube and sphere least similar 
• Prototypical "stackable" and "unstackable" objects

Novel Class Detection
• Determine if object is different enough from most 

similar known class to be novel 
• Compare 64D embedding vectors to embeddings of 

known class 

• Let  be the mean, stdev of the known class, let 

 be the mean of the new batch, and let  be a 
single sample 

• Let ; if ,  is an outlier  

• For all new batch outliers , and known class 

outliers , let outlier raEo  

• If  (threshold), object is considered 

novel!
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Sample test objects: sphere, cylinder, capsule (not shown: cube, small cube)

Object Classification
• IdenEfy which known class 

an object sample is most 
similar to 

• Known class idenEficaEon 
by 1D CNN 

• e.g., Given known classes 
cube and sphere, cylinders usually classified as cubes, 
capsules usually classified as spheres

Results

Results without VoxML ji@er Results with VoxML ji@er

• Can correctly idenEfy the novelty of cylinders and 
capsules based on behavior alone 

• Small cubes idenEfied as same type as large cubes 
• Imprecise policy data slightly more challenging 

Discussion and Conclusion
• Including implicit 

habitat/affordance 
informaEon 
increases 
performance by 
~25% 

• Without habitat 
informaEon, 
classifier confuses 
cylinders and 
cubes, capsules  
and spheres 

• Order of concept 
acquisiEon ma@ers 

• DetecEng capsule concept before cylinder impedes 
cylinder detecEon 

• Method approximates certain metacogniEve processes 
• Provides potenEal step toward computaEonal "fast 

mapping" 

CNN classifier results

Imprecise policy, no VoxML Imprecise policy, VoxML

Accurate policy, no VoxML Accurate policy, VoxML
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