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Agent Implementations

What Makes an Agent?

Diana: Mul*modal Interac*on Kirby: Mobile Robo*cs BabyBAW: Explora*on with RL

• Perceives through sensors and acts through actuators 
• Epistemic point of view from which it observes the world 
• Virtual world is mode of presenta*on, allows observer to 

see what agent does 
• Embodied agents add new dimensions to human/agent 

interac*ons 
• Must recognize and interpret inputs in mul*ple modali*es 

(e.g., gesture, speech, gaze ac*on) 
• Solving these problems has driven development of 

VoxWorld

VoxWorld
A plaNorm for mul*modal agent behaviors, presented as a 
resource to the AI/NLP community

Resources
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• Asset package and bleeding-edge source code: 
https://github.com/VoxML/VoxSim 

• Sample project: https://github.com/VoxML/
VoxWorld-QS 

• Documenta*on: https://www.voxicon.net/api/

Theory
• VoxML modeling language and VoxSim event simulator 
• Events composed of subevent 

seman*cs that decompose into 
minimal primi*ve set 

• Objects provide minimal encoding 
of proper*es, e.g., habitats and 
affordances 

• Rela*ons sample from distribu*ons 
under constraints 

• Event, rela*ons, and objects composed at run*me

Sample voxemes

Implementation
• Built on Unity game 

engine 
• Accommodates 

qualita*ve calculi, 
machine learning 
inputs 

• Interac*on management 
via blackboard and 
pushdown automata 

• Integrated with 
func*onal programming 
seman*cs 

• Support arbitrary inputs 
and web deployment

Your Agent Here

Real-*me event composi*on

High-level architecture

Diana: interac*ve 
mul*modal agent for peer-
to-peer human-computer 
communica*on 
• Diana interprets 

asynchronous speech and 
gesture 

• Received mean 74.3 System Usability Score in User Study 

BabyBAW: Environmental 
explora*on with RL 
• Self-guided learner 

intended to approximate aspects of infant/toddler learning 
• Integrates Unity ML-Agents, OpenAI Gym 
• Ground ac*ons and objects in world to learned labels

Kirby: Naviga*ng robot 
• Same mul*modal interface as Diana 
• Integrates Robot Opera*ng System, LIDAR, 

live camera feed 
• Fiducial and object detec*on

BabyBAW learns to stack!

GoPiGo3 with LIDAR

Sample Blackboard integra*on

The VoxWorld Platform for Multimodal Embodied Agents
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