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Introduction

Figure: Staircases?

(At least one person thought so)
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Introduction

Humans learn new concepts from abstractions/few examples
by composing new concepts from primitives
relating new concepts to existing concepts, primitives, and
constraints (Gergely, Bekkering, and Király, 2002)
e.g., complex building action: composed of move, translate,
and rotate, can be labeled (Langley and Choi, 2006; Laird,
2012; Ménager, 2016)

Recent AI research has pursued one-shot learning

Prevailing ML paradigm trains model over samples infers
generalizations and solutions

Often successful
often requires large amounts of data
fails to transfer task knowledge between concepts or domains
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Introduction

Multiple paths to desired goal may exist

Structural components may be interchangeable

Order in which relations are instantiated is non-deterministic

Many ways of solving a given problem

Many ways to generalize from an example

Computational approaches may handle this with:
heuristics (Hart, Nilsson, and Raphael, 1968)
reinforcement learning (Asada, Uchibe, and Hosoda, 1999;
Smart and Kaelbling, 2002; Williams, 1992)
policy gradients (Gullapalli, 1990; Peters and Schaal, 2008)
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Introduction

We define a means to use deep learning in a larger
learning/inference framework over few samples

in a search space where every combination of configurations
may be intractable: 3D environment

3D environments allow examination of these questions in real
time

They can easily supply both information about relations
between objects and naturalistic simulated data
3D coordinates can be translated into qualitative relations for
inference over smaller datasets
Motion primitives can be composed with spatial relations
ML can abstract the primitives that hold over most observed
examples
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Introduction

Figure: “This is a staircase.”

Configuration and relative placement of the blocks varies

Structures not all isomorphic to each other

Can an algorithm infer and reproduce commonalities across a
small, noisy sample?

Krishnaswamy, Friedman, and Pustejovsky Combining DL and QSR to Learn Complex Structures



6/42

Introduction

Learning Framework

Results and Evaluation

Discussion and Conclusion

References

Related Work

Related Work

Learning definitions of primitives (Quinlan, 1990)

Concept learning by similar examples and primitive
composition (Veeraraghavan, Papanikolopoulos, and Schrater,
2007; Dubba et al., 2015; Wu et al., 2015; Alayrac et al.,
2016; Fernando, Shirazi, and Gould, 2017)

Case adaptation with ML (Craw, Wiratunga, and Rowe, 2006)

Extracting primitives and spatial relations from language or
images (Kordjamshidi et al., 2011; Muggleton, 2017; Binong
and Hazarika, 2018; Liang et al., 2018)

Inference over extracted information (Barbu et al., 2012; Das
et al., 2017)
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Related Work

Concept definition and labeling (Hermann et al., 2017;
Narayan-Chen et al., 2017; Alomari et al., 2017b)

Analogical generalization in an open world (Friedman et al.,
2017; Alomari et al., 2017a)

VoxML/VoxSim event simulation for HCI (Pustejovsky and
Krishnaswamy, 2016; Krishnaswamy and Pustejovsky, 2016;
Krishnaswamy et al., 2017; etc.)
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Data Gathering

Study data from Krishnaswamy and Pustejovsky (2018)
20 Naive users collaborated with a virtual avatar to build a
3-step staircase
System uses natural language and gesture
Definition of success left up to user
Blocks world in 3D environment opens the search space to all
the variation within 3D
Same-labeled structures may have enormous search space of
relation sets
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Data Gathering

Due to di�culty in using the system ...
e.g., hard to accurately point
user failure to discover gesture for action

... structures are very diverse in configuration and relative
placement

Structures not all isomorphic

Krishnaswamy, Friedman, and Pustejovsky Combining DL and QSR to Learn Complex Structures



10/42

Introduction

Learning Framework

Results and Evaluation

Discussion and Conclusion

References

Data Gathering

First Move Selection

Reference Example Selection

Next Move Prediction

Heuristic Estimation and Pruning

Data Gathering

Figure: 17 samples: sparse and noisy data

Extracted qualitative relations between blocks in the built
structure

Subset of Region Connection Calculus (RCC) (Randell et al.,
1992) and Ternary Point Configuration Calculus (TPCC)
(Moratz, Nebel, and Freksa, 2002) from QSRLib (Gatsoulis
et al., 2016)
3D relations using RCC-3D (Albath et al., 2010) or by
computing axial overlap with Separating Hyperplane Theorem
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Data Gathering

right block7 block1 right,touching block6 block7

touching block3 block1 right block5 block1

left block1 block5 under,touching,support block7 block5

left block1 block7 under,touching,support block1 block3

under,touching,support block3 block4 touching block5 block7

touching block6 block5 right block5 block3

under block1 block4 block7 <359.883; 1.222356; 359.0561>
touching block4 block3 block1 <0; 0; 0>
left block3 block5 block6 <0.1283798; 359.5548; 0.9346825>
left block1 block6 block3 <0; 0; 0>
left,touching block7 block6 block5 <0; 0; -2.970282E-08>
right block6 block1 block4 <0; 0; 0>

Table: Example relation set

Relation set defining each structure stored in database∼20 relations per structure
At least one human judged each structure to be an acceptable
“staircase”
Can an algorithm infer and reproduce the commonalities?
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Constraints and Desired Inferences

Desired inferences:
1. Individual blocks are interchangeable in the overall structure
2. Overall orientation of the structure is arbitrary
3. Progressively higher stacks of blocks in one direction are

required

Constraints enforced:
1. Each block may only be moved once
2. Once a block is placed in a relation, that relation may not be

broken
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Relational and Transitive Closure

After each move, update the current relation set

Relation vocabulary: left, right, touching, under,
support

May combine, e.g., left,touching,
under,touching,support, etc.

under,touching,support is the inverse of on

left(x , y)↔ right(y , x), touching(x , y)↔ touching(y , x)
If left(block1,block7) then right(block7,block1) (axiomatic)

Then if right(block6,block7) then right(block6,block1)
(transitive closure)

Krishnaswamy, Friedman, and Pustejovsky Combining DL and QSR to Learn Complex Structures
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First Move Selection

First move may e↵ectively be random

To sample from the training data, we use MLP
4 hidden dense layers—64 nodes, ReLU activation
Output layer—sigmoid activation
RMSProp optimization

Input: pair of distinct blocks (indices 0-5)

Output: relation to create between them (1 of 12 observed in
training data)

Formatted as move: put(blockX , rel(blockY ))
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Predict 1 known structure generated moves are approaching

CNN (demonstrated utility in image recognition and NLP)
4 1D convolution layers—1 & 2: 64 nodes/ReLU; 3 & 4: 128
nodes/ReLU
1D max pooling after layers 2 & 4
50% dropout layer before output with softmax
RMSProp optimization

Highly inaccurate at start, more accurate toward end

Input: current state as pair of blocks + relation

Output: Block-block-relation set defining goal

Example is goal state for heuristic; may change after each
move
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Next Move Prediction

What next moves would bring us closer to chosen example?

Sequential learning problem: LSTM
3-layer LSTM—32 nodes per layer
RMSProp optimization
Softmax activation over n timesteps

n = longest # relations defining 1 distinct example (here,
n=20)
“Subsets” of relation sets from the training data, trained
against complementary relation sets
Input: heuristically-determined “closest match” to current
configuration
Output: remaining relations to create
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Heuristic Estimation and Pruning

Heuristics assessed for which selects the best moves toward
the CNN-chosen goal state from LSTM-presented move
options

Random chance

Jaccard distance (JD)

Levenshtein distance (LD)

Graph matching (spire)

LD-pruned graph matching (Combined)

Krishnaswamy, Friedman, and Pustejovsky Combining DL and QSR to Learn Complex Structures



18/42

Introduction

Learning Framework

Results and Evaluation

Discussion and Conclusion

References

Data Gathering

First Move Selection

Reference Example Selection

Next Move Prediction

Heuristic Estimation and Pruning

Action Selection with Graph Matching

kb::block1

kb::block6kb::right

kb::block4kb::right
kb::left

kb::left

kb::left

kb::right
kb::block4

kb::block3
kb::left

kb::block1kb::on

kb::block7

kb::left

kb::block6

kb::touching

kb::right

kb::|right,touching|

kb::touching

kb::left
kb::left

kb::under

kb::right

kb::|left,touching|

kb::right

kb::block5kb::touching

kb::on

kb::on

Figure: Possible action result vs. goal configuration

1. For each potential action, compute distinct state graph of QS
relations that would hold

2. Compute maximal common subgraph (MCS) of each state
graph against QS relation graph of goal

3. Choose action with highest-scoring MCS with goal

Krishnaswamy, Friedman, and Pustejovsky Combining DL and QSR to Learn Complex Structures
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put(block6, left(block4)); put(block5, rightdc(block4));put(block7,on(block4));
put(block1, on(block6)); put(block3, on(block1))

Table: Example generated move sequence

Figure: Agent builds structure in VoxSim from generated move sequence
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Chance:

JD:

LD:

spire:

Comb.:

Figure: Generated 50 structures, 5 with each heuristic. Shown: median-
(L) and highest-scored (R) structure generated using each heuristic
(average evaluator score).
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8 annotators—adult English speakers with college degree

“On a scale of 0-10 (10 being best), how much does the
structure shown resemble a staircase?”

No extra information provided
Annotator to answer based on their particular notion of
canonical staircase

Images viewed in random order

Krishnaswamy, Friedman, and Pustejovsky Combining DL and QSR to Learn Complex Structures
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Heuristic Avg. Score (µ) Std. Dev. (�)
Chance 2.0375 1.0122
JD 4.3375 2.0387
LD 3.7688 2.1028
spire 5.8313 2.7173
Comb. 4.7188 2.4309

Table: Evaluator judgments of generated staircase quality by heuristic

µ: average score for all evaluations over all structures
generated using heuristic

Quality of structures generated using that heuristic
�: standard deviation of average scores per structure
generated using heuristic

Lower corresponds to greater overall evaluator agreement

Krishnaswamy, Friedman, and Pustejovsky Combining DL and QSR to Learn Complex Structures
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Figure: µ vs. � of each generated structure

Evaluators agreed most on very well-constructed staircases
More on obvious “non-staircases” than on the middle cases

For very low- or high-scored examples, � is lower than for
mid-scored examples

Suggests stronger annotator agreement on “good” staircases
vs. cases that displayed only some desired inferences
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Discussion

Desired inferences in generated examples:
individual blocks are interchangeable (many examples identical
configurations with di↵erent blocks)
arbitrary orientation (produced both left- and right-pointing
staircases)
Graph matching most successful at creating progressively
higher stacks of blocks in a single direction.

Sometimes system generated “near-staircases” structure of 1
block-3 block-2 block columns
Sometimes built “staircases” of two levels (1 block-2 blocks or
2 block-4 block).

Figure: Generated staircases displaying desired inferences
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Improving the Model

Some downstream errors from the CNN’s prediction
LSTM prediction does not produce any possible moves that
approach a 3-step staircase
Algorithm must choose one anyway
e.g., putting a third block on the center (2-step) column

Agent may generate short-term optimal, long-term
counterproductive moves

Should examine lower ranked CNN and LSTM results

Some constraints do not allow for correcting a bad move

Should allowing for backtracking and re-planning
i.e., moving a block instead of placing a new one

Krishnaswamy, Friedman, and Pustejovsky Combining DL and QSR to Learn Complex Structures
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Learning By Communication

human: Can you build a staircase?
avatar: I don’t know what a “staircase” is. Can you show

me?
human: Yes. [human and avatar engage in an interaction to build

an example staircase.] This is a staircase. [Example stored in

database under label “staircase”.] Can you build another

staircase?
avatar: Okay. [After learning, avatar constructs a novel structure

based on its model.]

Krishnaswamy, Friedman, and Pustejovsky Combining DL and QSR to Learn Complex Structures
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Learning By Communication

avatar: Is this a staircase?

human: No. [Current configuration stored as negative example.]

human: This is a staircase. [New structure stored as positive

example contrasting to previous structure.]

Krishnaswamy, Friedman, and Pustejovsky Combining DL and QSR to Learn Complex Structures
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Our method depends on three components: example
prediction with CNN, move set prediction with LSTM,
appropriate heuristic function

Can we generalize to other shapes (e.g., pyramid),
How would the addition of in front and behind expand the
search space?
What other methods could ensure quality?

Can we generalize further over an introduced concept?
Even incorrect structures often contained steps
With 10 blocks, could agent create a 4-step staircase?

Krishnaswamy, Friedman, and Pustejovsky Combining DL and QSR to Learn Complex Structures
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Procedure for observing sparse and noisy examples and using
them to generate new examples that share the same qualities

We leverage the strengths of DL parse noisy data and use
heuristic functions to prune the search space

Fusing qualitative representations with deep learning requires
significantly less overhead in data and training

DL is just one method of learning constraints (cf. ILP)

Krishnaswamy, Friedman, and Pustejovsky Combining DL and QSR to Learn Complex Structures



30/42

Introduction

Learning Framework

Results and Evaluation

Discussion and Conclusion

References

Discussion

Improving the Model

Learning By Communication

Conclusion

Conclusion

Graph matching is most successful heuristic
QS representation seems e↵ective in this procedural
problem-solving task

Supports other evidence that qualitative spatial relations are
also e↵ective in recognition, classification (Hawes et al., 2012;
Kunze et al., 2014)
Critical to completely teaching a new structural concept to an
AI

In HCI novel concepts should be introduced in real time
Method described here can be deployed in an interaction to
create new positive examples and correct negative ones
allowing for integration of online and reinforcement
Provides empirical evidence that AI aspiring to human-like
domains should perform well on qualitative data
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Thank you!
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